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Basics Examples for state transformer function
® Basic scenario: Players simultaneously choose action 7 -
to perform - result of the actions they select > o T(f’ Dy=w 7(D,C)=w 7(C,D)=ws 7(C,C)=uwy
outcome in discrete state space Q (environment is sensitive to actions of both players)

® outcome depends on the combination of actions &
® D, D)=w T(D,CO)=w 7(C,D)=w 7(C,C)=uw

. R . - -
Assume: each player has just two possible actions (Neither player has any influence in this environment.)

C (“cooperate”) and D (“defect”)
® 7(D,D)=w 7T(D,C)=wy 7(C,D)=w 7(C,C)=wy

® Environment behavior given by state transformer function: ] } )
(environment is controlled by j.)

T dc X dc —

Player i's action Player j's action



Examples for state transformer function

Examples for state transformer function

® TD,D)y=w TD,CO)=w 7T(C,D)=ws 7(C,C)=wy
(environment is sensitive to actions of both players) %

® (D,D)=w TD,C)=w 7(C,D)=w 7(C,C)=w
(Neither player has any influence in this environment.)

® 7D, D)=w 7D, C)=w 7(C,D)=w 7(C,C)=uwy
(environment is controlled by j.)

Rational Behavior

® TDD)=w 7TD,CO)=w T(C,D)=ws T7(C,C)=uwy
(environment is sensitive to actions of both players)

® D, D)=w T(D,CO)=w 7(C,D)=w 7(C,C)=uw

(Neither player has any influence in this environment.)

® r(D.D)=w T(D.C)=w 7(C.D)=w T(C,C)=uw
(environment is controlled by j.)

Rational Behavior

® Assumption: Environment is sensitive to actions of both
players: 7(D,D) =w; 7(D,C)=wy 7(C,D)=wy 7(C,C)=uwy

® Assumption:  wi{w) =1 ufwe) =1 wuws)=4 uwy) =4
Utility functions: u(w)) =1 wufws) =4 wws) =1 wwy) =4

® Short (D, D) =1, u(D,C)=1 u{C,D)=4 u{C,C)=4
notation: w,(D,D) =1 u(D,C)=4 u(C,D)=1 u(C,C)=4

® > player’s preferences:

(also in short notation): C,C >, C.D >, D,C»;D,D

® Assumption: Environment is sensitive to actions of both
players: 7(D,D)=w, 7(D,C)=wy 7(C,D)=ws 7(C,C)=wy

® Assumption:  wilw)) =1 ufws) =1 wws) =4 wuflw) =4
Utility functions: u(wy) =1 wufwe) =4 wws) =1 wwy) =4

® Short w(D,D)=1 w(D,C)=1 u(C,D)=4 u(C,C)=4
notation: u,(D,D) =1 w{(D,C) =4 u{(C,D)=1 u{(C,C)=4
® > player’s preferences: Iy

(also in short notation): C,C >, C,D > D,C»;D,D

Ik



Rational Behavior

Rational Behavior

w(D,D)=1 u(D,C)=1 u{C,D)y=4 ul(C,C)=4
w(D,D)=1 u(D,C)=4 u(C,D)=1 u(C,C)=4
C,Cr D > D, Cr;D,D
C,C>,DC »; CD¥,D.D
® «C” is the rational choice for i.

(Because i (strorﬁ;ly) prefers all outcomes that arise through C over all
outcomes that arise through D.)

® «C" is the rational choice for j-
(Because j (strongly) prefers all outcomes that arise through C over all
outcomes that arise through D.)

Dominant Strategies and Nash Equilibria

® Game theory: characterize the previous scenario in a

payoff matrix: i
defect coop
defect 1 4
j 1 T
coop 1 4
4 4

w(D,D)=1 w(D,C)=1 u(C,D)=4 u,(C,C)

same as. w(D,D)=1 w(D,C)=4 w(C,D)=1 u(C,C)

4
4

® Player i is “column player”
® Player is “row player’

Dominant Strategies and Nash Equilibria

® With respect to ,what should | do:

If Q =0, U Q,we say ,Q, weakly dominates Q,for player I

iff for player i every state (outcome) in Q, is preferable to or at
least as good as every state in ,:

VoVo, (0,eQ rno,ed)>o > 0,

® IfQ =0, uQ,we say ,Q, strongly dominates Q, for player i
iff for player i every state (outcome) in Q, is preferable to every
state in ©, :

b
VoV, (o,eQ rno,el))—> o >0,

® Example:
Q={o,0,,0,,0,} Q, ={w,0,} 82, strongly
O = dominates £,
W . W)=, O -, O, , =0, 0,} for player i

® Game theory notation: actions are called ,strategies®

® Notation: s* is the set of possible outcomes (states) when

.playing strategy s* (executing action s)
Iz
® Example: if we have (as before):

T(D,D)=w; 7(D,C)=wy 7(C,D)=ws 7(C,C) =1y
we have (from player i‘s point of view):
i
D*={o,,0,} C*={0;,0,}
® Notation: ,strategy s (strongly / weakly) dominates s2* iff

s1* (strongly / weakly) dominates s2*

® |f one strategy strongly dominates the other = question
what to do is easy. (do first)



The Prisoner's Dilemma

The Prisoner's Dilemma

® Two criminals are held in separate cells (no communication):

(1) One confesses and the other does not >
confessor is freed and the other gets 3 years

(2) Both confess - each gets 2 years
(3) Neither confesses = both get 1 year

® Two criminals are held in separate cells (no communication):

(1) One confesses and the other does not >
confessor is freed and the other gets 3 years

(2) Both confess - each gets 2 years
(3) Neither confesses - both get 1 year

® Associations: Confess == %); Not Confess ==

® Payoff matrix

i defects | cooperates
| defects 2 2 5 0
j cooperates 0 S 3 3

The Prisoner's Dilemma

® Associations:

® Payoff matrix

Confess == D; Not Confess ==

i defects | cooperates
] defects 2 i 5 0
] cooperates 0 5 3 3

The Prisoner's Dilemma

t,(D,D)=2 u(D,C)=5, u(C.D)=0, u,(C,C)=3

® Two criminals are held in separate cells (no communication):

(1) One confesses and the other does not >

confessor is freed and the other gets 3 years

(2) Both confess - each gets 2 years

(3) Neither confesses - both get 1 year

® Associations:

Confess == D; Not Confess ==

iiD | iiC
D 3 5 5 g uj(D,D)=2, uj.(D,C)=0, uj(C,D)=5, u}.(C,C)=3
iClg ° 3 3 (D,C) =, (C,O)=, (D,D) >, (C,D)

(C.D)>, (C,O) >, (D,D)>, (D,C)

® Take place of prisoner (e.g. prisoner i) >

Course of Reasoning:

o :
Payoff mat
ayolt matrix i defects | icooperates
- 2 0
J defects 2 5]
j cooperates 0 > 3 0k °

¢ suppose | cooperate: If | also cooperates = we both get payoff 3. If |
defects = | get payoff 0. =» Best guaranteed payoff when | cooperate is 0

¢ suppose | defect: If  cooperates = | get payoff 5. If ] also defects = both
get payoff 2. & Best guaranteed payoff when | defect is 2

® 2> |f | defect Il get a minimum guaranteed payoff of 2. If | cooperate [I'll
get a minimum guaranteed payoff of 0.

*D>if prefer guaranteed payoff of 2 to guaran{%ed payoff of 0.
=» | should defect



The Prisoner's Dilemma

The Prisoner's Dilemma

w(D,D)=2, u(D,C)=5, u(C,D)=0, u(C,C)=3

iiD | iC
D, 5 - g u(D,D)y=2, u(D,C)=0, u(C,D)=5 u,(C,C)=3
JC 0 5 3 3 (D:C)>_j(czc)>_1 (D:D)>_1(C:D)

(C.D) =, (C,O)>, (D,D) >, (D,C)

® Take place of prisoner (e.g. prisoner i) >
Course of Reasoning:

. suppose | cooperate: If j also cooperates = we both get payoff 3. If
defects = | get payoff 0. = Best guaranteed payoff when | cooperate is 0

. suppose | defect: If | cooperates = | get payoff 5. If | also defects - both
get payoff 2. = Best guaranteed payoff when | defect is 2

i
® 2 If | defect Il get a minimum guaranteed payoff of 2. If | cooperate [ll
get a minimum guaranteed payoff of 0.

*Dif prefer guaranteed payoff of 2 to guaranteed payoff of 0.
=» | should defect

The Prisoner's Dilemma

t,(D,D)=2 u(D,C)=5, u(C.D)=0, u,(C,C)=3

iiD | iC
i |, 5 . g u (D,D)y=2, u(D,C)=0, u(C,D)=5 u(C,C)=3
JC 0 5 3[%3 (D=Q>_i (C:Q>_i (D:D)>_i (C:D)

(C.D)>, (C,O) =, (D,D)>, (D,C)

® only one Nash equilibrium: (D,D). (,under the assumption
that the other does D, one can do no better than do D)

® Intuition says: (C,C) is better than (D,D) so why not (C,C)?
—> but if player assumes that other player does C it is BEST to
do D! & seemingly ,waste of utility”

¢ ,shocking® truth: defect is rational, cooperate is irrational

® Other prisoner's dilemma: Nuclear arms reduction (D: do not
reduce, C: reduce)

The Prisoner's Dilemma

w(D,D)=2, u(D,C)=5, u(C,D)=0, u(C,C)=3

iiD | iiC
iD ; 5 - g u}.(D,D)=2, uj(D,C)=O, uj.(C,D)=5, uj.(C,C)=3
jiC o% 3 3 (D,O) =, (C.O) =, (D, D) >, (C,D)

(C.D) =, (C,O)>, (D,D) >, (D,C)

® only one Nash equilibrium: (D,D). (,under the assumption
that the other does D, one can do no better than do D)

® Intuition says: (C,C) is better than (D,D) so why not (C,C)?
-2 but if player assumes that other player does C it is BEST to
do D! - seemingly ,waste of utility”

o ,Shocking® truth: defect is rational, cooperate is irrational

® Other prisoner's dilemma: Nuclear arms reduction (D: do not
reduce, C: reduce)

® Two criminals are held in separate cells (no communication):

(1) One confesses and the other does not >
confessor is freed and the other gets 3 years

(2) Both confess - each gets 2 years
(3) Neither confesses - both get 1 year

® Associations: Confess == D; Not Confess ==

® pPayoff matrix

i defects [ coope@a
. 2 0
J defects u —_—
2 S M ,sucker's
j cooperates (ﬁ_S/”S/J—’-payoﬁ“




Other symmetric 2x2 Games Other symmetric 2x2 Games

Stag Hunt Game of Chicken
® Going back to J.J.Russeau (1775) ® Going back to a James Dean film
® Modern variant: You and a friend decide: good joke to ® Modern variant: Gangster and hero drive cars directly
appear both naked on a party. C: really do it; D: not do it towards each other C: steer away; D: not steer away
iiD| iiC iiD | iiC
(C.O) =, (D,C) =, (D,D)~, (C,D) D, 1], 0 (D,C) =, (C,C) =, (C,D) >, (D, D) Do 0],
iClo s ° i1 %],
ke
® Two Nash equilibria: (D,D), (C,C) ® Two Nash equilibria: (D,C), (C,D)
(Assuming the other does D you can do no better than do D (Assuming the other does D you can do no better than do C
Assuming the other does C you can do no better than do C) Assuming the other does C you can do no better than do D)
Other symmetric 27%2 Games Notation: Strategic Form Games
® Set §of players: {1,2,...,1}
Game of Chicken Example: {1,2} & L M R
o) . .
® Going back to a James Dean film Playerindex:ie 9 o | a3 - )
® pures Space S, of player i ’
® Modern variant: Gangster and hero drive cars directly Exarl:;e:t;a::e{%\tM‘?;(;Zn'doszzz:ﬂ{}
towards each other C: steer away; D: not steer away . M 2.1 8,4 3.6
Stragegy profile s=(s,,...s|) where
iD| iC each s;€5;
(D,C) >, (C,C) >, (C,D)>,(D,D) LIPS Example: (D,M) D 3,0 9,6 2,8
~ 1o, |3
jiC "3 Z2 ¢ (Finite) space S = X; S; of strategy profiless € S
1 12 Example: $={ (U,L), (UM}, (D,R)}
¢ Two Nash equilibria: (D,C), (C,D) ¢ Payoff function u;: SR gives von Neumann-Morgenstern-utility uj(s)
(Assuming the other does D you can do no better than do C for player i of strategy profile s € S
Assuming the other does C you can do no better than do D) Examples: u,((U,L))=4, u((UL)=3, u((M,M))=8 ...

® Setof player i‘s opponents: ,-i“
Example: -1={2}



Notation: Strategic Form Games

Notation: Strategic Form Games

® Set §of players: {1,2,...,1}

Example: {1,2} L M R

® Player index:ie §

° ] U 4,3 5,1 6,2
Pure Strategy Space S; of player i

Example: S;={U,M,D} and S,={L,M,R}

° _ M 2,1 8,4 3,6
Stragegy profile s=(s,,...s,) where

each s5,€ S, k

Example: (D,M) D 3,0 9,6 2,8

® (Finite) space S = X; S, of strategy profiless e S
Example: S={(U,L), (U,M),..., (O,R) }

® Payoff function u;: S gives von Neumann-Morgenstern-utility uj(s)
for player i of strategy profiles e S
Examples: u,((U,L))=4 , u,((U,L))=3 , u.((M,M))=8 ...

® Setof player i‘s opponents: ,-i”
Example: -1={2}

Notation: Strategic Form Games

® Set §of players: {1,2,...,1}

Example: {1,2} L M R

¢ Playerindex:ie §

° . u 4,3 5,1 6,2
Pure Strategy Space S; of player i

Example: S;={U,M,D} and S,={L,M,R}

o . M 2,1 8,4 3,6
Stragegy profile s=(s,,...s|) where

each s, €5

Example: (D,M) D 3,0 9,6 2 kg

¢ (Finite) space S = X; S; of strategy profiless e S
Example: S={(U,L), (UM),..., (D,R) }

¢ Payoff function u;; SR gives von Neumann-Morgenstern-utility uj(s)
for player i of strategy profilese S
Examples: u,((U,L))=4 , u,((U,L))=3 , u((M,M})=8 ...

® Setof player i‘s opponents: ,-i“
Example: -1={2}

Notation: Strategic Form Games

® Set §of players: {1,2,...,1}

Example: {1,2} L M R

® Player index:ie §

° ) U 4,3 5,1 6,2
Pure Strategy Space S; of player i

Example: S;={U,M,D} and S,={L,M,R}

° _ M 2,1 8,4 3,6
Stragegy profile s=(s,,...s|) where

each s5,€ S,

Example: (D,M) D 3,0 9,6 2,8

® (Finite) space S = X; S, of strategy profiless € S
Example: S={(U,L), (U,M),..., (O,R) }

® Payoff function u;: S gives von Neumann-Morgenstern-utility uj(s)
for player i of strategy profiles e S
Examples: u,((U,L))=4 , u,((U,1))=3 , u((M,M))=8 .k.

® Setof player i‘s opponents: ,-i”
Example: -1={2}

® Set §of players: {1,2,...,1}
Example: {1,2} L M R

¢ Playerindex:ie §

® pure Strategy Space S; of player i

Example: S;={U,M,D} and S,={L,M,R}

° . Molo2,1 | 8,4, | 3,6
Stragegy profile s=(s,,...s|) where

each s, €5
Example: (D,M) D 3,0 9,6 2,8

¢ (Finite) space S = X; S; of strategy profiless € S
Example: S={(U,L), (UM),..., (D,R) }

¢ Payoff function u;; SR gives von Neumann-Morgenstern-utility uj(s)
for player i of strategy profilese S
Examples: u,((U,L))=4 , u,((U,L))=3 , u((M,M})=8 ...
o] . k.
Set of player i‘s opponents: ,,-i”
Example: -1={2}



Notation: Strategic Form Games

Notation: Strategic Form Games

]
Two Player zero sum game:

Vs : Z;ui(s) =0

® Structure of game is common knowledge:

all players know;

all players know that all players know;

all players know that all players know that all players know;

® I\/Iixe%l strategy &; : 5, [0,1] Probability distribution over pure
strategies (statistically independent for each player);

Examples: ;(U)=1/3, g{(M)=2/3, 0,(D)=0; )
0%(U)=2/3, o*(M)=1/6, a*,(D)=1/6;
u 4,3
®Thus: a;(s;) is the probability that player i M| 21
assigns to strategy (action) s;
D 3,0

Notation: Strategic Form Games

0
Two Player zero sum game:

Vs : Z; u(s)=0

® Structure of game is common knowledge:

all players know;

all players know that all players know;

all players know that all players know that all players know;

® Mixed strategy 0, : 5,2 [0,1] Probability distribution over pure
strategies (statistically independent for each Elayer);

Examples: 0,(U)=1/3, g,(M)=2/3, d(D)=0; L
a'y(V)=2/3, o'4(M)=1/6, 0*,(D)=1/6;
..... u 4,3
®Thus: 0j(s;) is the probability that player i M| 2.1
assigns to strategy (action) s;
D %,D

Sense of Mixed Strategy Concept

]
Two Player zero sum game:

Vs : Z;ui(s) =0

® Structure of game is common knowledge:

all players know;

all players know that all players know;

all players know that all players know that all players know;

® Mixed strategy G '?‘si—>[0,1] Probability distribution over pure
strategies (statistically independent for each glayer);
Examples: ;(U)=1/3, g{(M)=2/3, 0,(D)=0; L

0%(U)=2/3, o*(M)=1/6, a',(D)=1/6;

®Thus: a;(s;) is the probability that player i M| 21

assigns to strategy (action) s;

¢ Example: Rock Paper Scissors

Rock Paper Scissors
Rock 0,0 71,1% 1,-1
Paper 1,-1 0,0 -1,1
Scissors -1,1 1,1 0,0

® o pure NE, but mixed NE if both play (1/3, 1/3, 1/3)




Notation: Strategic Form Games

Notation: Strategic Form Games

® Space of mixed strategies for player i: 2
® Space of mixed strategy profiles: 3, = Xi2i
® Mixed strategy profile 0 =(04, Os,..., O)) € 2.

.Player i's payoff when a mixed %trategy profile g is played is

2es (H o, (s; )Jul(s )

denoted as u;(0), is a linear function of the g,

*A pure strategy of a player is a special mixed strategy of that player
with one probability equal to 1 and all others equal to 0

Notation: Strategic Form Games

¢ Space of mixed strategies for player i: 2

® Space of mixed strategy profiles: ¥ = Xi2i

® Mixed strategy profile G =(04, Os,..., G)) € 3.
Iz

.Player i‘s payoff when a mixed strategy profile g is played is

1
N CIRT T
=
denoted as u;(0), is a linear function of the g,

'y pure strategy of a player is a special mixed strategy of that player
with one probability equal to 1 and all others equal to 0

Notation: Strategic Form Games

® Space of mixed strategies for player i: 2
® Space of mixed strategy profiles: 3, = Xi2i
® Mixed strategy profile 0 =(04, Os,..., O)) € 2.

.Player i's payoff when a mixed strategy profile 0 is played is

I _ )
S| T 5 frs)
"\ =
denoted as u;(d), is a linear function of the g,

*A pure strategy of a player is a special mixed strategy of that player
with one probability equal to 1 and all others equal to 0

¢ Space of mixed strategies for player i: 2
® Space of mixed strategy profiles: ¥ = Xi2i
® Mixed strategy profile G =(04, Os,..., G)) € 3.

.Player i‘s payoff when a mixed strategy profile g is played is

I
i
ZSES (H O-f (Sj )Jui (S)
=l
denoted as u;(0), is a linear function of the g,

'y pure strategy of a player is a special mixed strategy of that player
with one probability equal to 1 and all others equal to 0



Notation: Strategic Form Games

Games in Strategic Form & Nash Equilibrium

® What is rational to do?

Example:
Let L M R ® No matter what player 1 does: R gives L M R
player 2 a strictly higher payoff than M.
a,(U)=1/3, gM)=1/3, g,(D)=1/3
i(U)=1/3, 04(M)=1/3, 0,(D)=1/ U 4,3 5,1 6,2 M is strictly dominated by R” U 4,3 5,1 6,2
0,()=0, Ox(M)=1/2, T,(R)=1/2
*> player 1 knows that player 2 will
or short M 2,1 8,4 3,6 not play M = U is better than M or D M 2,1 8,4 3,6
g, =(1/3,1/3,1/3) . *> player 2 knows that player 1 knows
g, =(0, 1/2, 1/2) D 3,0 9,6 2,8 that player 2 will not play M = player 2 D 3,0 9,6 2,8
We then have: kr?ows that player 1 will play U = player 2
will play L
ui(aq a5)= 1/3 (0*4 + %2*5 + 15*6) ® . ... L : . w
+1/3 (0%2 + %*8 + %*3) + This elimination process: ,iterated strict dominance
1/3 (0*3 + %*9 + 146*2) = 11/2
U2(01‘ g, )= - = 27/6
Games in Strategic Form & Nash Equilibrium Games in Strategic Form & Nash Equilibrium
® What is rational to do? ® What is rational to do?
® No matter what player 1 does: R gives L M R ® No matter what player 1 does: R gives L M R
player 2 a strictly higher payoff than M. player 2 a strictly higher payoff than M. .
»M is strictly dominated by R” U 4,3 5,1 6,2 M is strictly dominated by R” U 4,3 5,1 6,2
*> player 1 knows that player 2 will & *> player 1 knows that player 2 will
not play M = U is better than M or D M 2,1 8,4 3,6 not play M = U is better than M or D M 2,1 8,4 3,6
*> player 2 knows that player 1 knows *> player 2 knows that player 1 knows
D 3,0 9,6 2,8 that player 2 will not play M = player 2 D 3,0 9,6 2,8

that player 2 will not play M = player 2

knows that player 1 will play U = player 2
will play L "

This elimination process: ,iterated strict dominance”

knows that player 1 will play U = player 2
will play L

This elimination process: ,iterated strict dominance”




Games in Strategic Form & Nash Equilibrium

(]
New example:

® Player 1: M not dominated by U L R
and M not dominated by D
° U 2,0 -1,0
But: If Player 1 plays g4 =(1/2, 0, 1/2) e
he will get u(g4)=1/2 regardless how
get u(ay) g M 0,0 0,0
player 2 plays
° .
2> trat bed ted
a pure strategy may be dominate 5 10 2.0

by a mixed strategy even if it is not strictly

dominated by any pure strategy




